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ABSTRACT

This study examines the effects of horizontal diffusion on tropical cyclone (TC) intensity change and

structure using idealized simulations of theHurricaneWeather Research and ForecastingModel (HWRF). A

series of sensitivity experiments were conducted with varying horizontal mixing lengths (Lh), but kept the

vertical diffusion coefficient and other physical parameterizations unchanged. The results show that both

simulated maximum intensity and intensity change are sensitive to the Lh used in the parameterization of the

horizontal turbulent flux, in particular, for Lh less than the model’s horizontal resolution. The results also

show that simulated storm structures such as storm size, kinematic boundary layer height, and eyewall slope

are sensitive to Lh as well. However, Lh has little impact on the magnitude of the surface inflow angle and

thermodynamic mixed layer height. Angular momentum budget analyses indicate that the effect of Lh is to

mainly spin down a TC vortex. Both mean and eddy advection terms in the angular momentum budget are

affected by the magnitude of Lh. For smaller Lh, the convergence of angular momentum is larger in the

boundary layer, which leads to a faster spinup of the vortex. The resolved eddy advection of angular mo-

mentum plays an important role in the spinup of the low-level vortex inward from the radius of the maximum

wind speed when Lh is small.

1. Introduction

The maintenance and intensification of a tropical cy-

clone (TC) is strongly tied to turbulent transport pro-

cesses, in particular, turbulence in the boundary layer

and the eyewall region within and above the boundary

layer (e.g., Emanuel 1995; Persing and Montgomery

2003; Rotunno et al. 2009; Smith et al. 2009; Bryan 2012).

The importance of vertical mixing on TC intensity and

structure, especially the boundary layer structure, has

been extensively studied (Braun and Tao 2000; Kepert

2001; Kepert and Wang 2001; Foster 2009; Nolan et al.

2009a;Kepert 2010, 2012;Zhang et al. 2012;Gopalakrishnan

et al. 2013; Zhu et al. 2014). Recently, horizontal diffu-

sion has also been shown to be an important element in

both theoretical and numerical simulations of TC in-

tensification and the TC maximum potential intensity

(MPI; Emanuel 1997; Bryan and Rotunno 2009, here-

after BR09; Bryan 2012; Rotunno and Bryan 2012,

hereafter RB12). In particular, BR09 demonstrated that

the maximum intensity of their simulated TCs was very

sensitive to the horizontal mixing length in an axisym-

metric numerical cloud model. Bryan et al. (2010) ran

three-dimensional model simulations to study the im-

pact of horizontal mixing on MPI and confirmed the

findings of BR09. Bryan (2012) also studied the effect of

the ratio of enthalpy exchange coefficient Ck and drag

coefficient Cd on the simulated MPI. RB12 studied both

the effects of horizontal and vertical mixing on simu-

lated TC structure and MPI. They proposed physical

and dynamical explanations for why horizontal mixing

length affected a storm’s maximum intensity.

Despite the importance of turbulent mixing, obser-

vational data are scarce in high-wind-speed regimes, and

the quantitative value and variation with wind speed of
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the vertical and horizontal eddy diffusivities remain

poorly understood. Fast-response (.10Hz), flight-level

data do not exist below 1km in the TC eyewall region,

which makes it impossible to directly compute turbulent

fluxes in the high-wind regime. Through their analysis of

very limited 1-Hz flight-level wind data collected in

Hurricanes Allen (1980) and Hugo (1989), Zhang et al.

(2011a) estimated the vertical eddy diffusivity for mo-

mentum flux, stating that vertical eddy diffusivity tended

to increase with wind speed at;500m. That study led to

significant improvements in the boundary layer physics

of the operational Hurricane Weather Research and

Forecasting Model (HWRF) (Zhang et al. 2012;

Gopalakrishnan et al. 2013). Reducing the vertical eddy

diffusivity in HWRF, based on the observations of

Zhang et al. (2011a), improved TC intensity and track

forecasts (Tallapragada et al. 2014; Zhang et al. 2015).

The only observational study of horizontal mixing in

TCs was performed by Zhang and Montgomery (2012,

hereafter ZM12). Within the context of simple K theory,

ZM12 analyzed data collected inHurricanesAllen (1980),

David (1986), and Hugo (1989) to estimate horizontal

eddy diffusivity and corresponding mixing length. They

found that the horizontal mixing length was, on average,

;750m in the eyewall region with a mean wind speed of

;55ms21 at;500-m altitude. Of note, ZM12 also found

that horizontal mixing length was not significantly de-

pendent on wind speed. Consistent with BR09, ZM12

demonstrated that horizontal mixing by turbulence in the

eyewall was an important aspect of the dynamics of TCs

that should not be neglected in TC models.

In this study, we examine the effects of horizontal dif-

fusion on TC intensity and structure using three-

dimensional numerical simulations of the HWRF. Our

aim is to quantify the sensitivity of simulated TC intensity

change and structure to the horizontal mixing length Lh,

thereby providing useful guidance to the modeling com-

munity charged with improving TC intensity forecasts.

2. The HWRF configuration and experiment
design

TheoperationalHWRFsystemwas originally developed

at NOAA/National Weather Service (NWS)/National

Centers for Environmental Prediction (NCEP) in 2007. As

part of NOAA’s Hurricane Forecast Improvement Project

(HFIP; Gall et al. 2013), the latest version of HWRF has a

3-kmhorizontal resolution for its inner nest. This version of

HWRF was jointly developed by the Environmental Pre-

diction Center (EMC) of the NCEP/Hurricane Research

Division of the Atlantic Oceanographic and Meteorologi-

cal Laboratory and the Physical Sciences Division of the

Earth SystemResearch Laboratory and can be accessed at

the Developmental Testbed Center at the National

Center for Atmospheric Research.

We used the triply nested version of HWRF in an

idealized framework (Gopalakrishnan et al. 2011, 2012,

2013; Bao et al. 2012). The parent domain of the model

covers 508 3 508 and has a coarse horizontal resolution

of 27 km. The two inner nests have two-way interactions

with the parent domain, with horizontal resolutions of 9

and 3km, and cover ;158 3 158 and ;58 3 58, re-
spectively. The model has 42 hybrid vertical levels with

more than 10 levels below the 850-hPa level. It is ini-

tialized by solving the nonlinear balance equation in the

pressure-based sigma coordinate system on an f plane

centered at 158N following Wang (1995). The initial

axisymmetric cyclonic vortex has a maximum wind

speed of 20ms21 and a radius of maximum wind speed

of about 90 km embedded in a quiescent flow. For sim-

plicity, the environmental temperature and humidity

fields in all of the experiments are from Jordan’s Ca-

ribbean sounding (Gray et al. 1975); the sea surface

temperature was set to a constant of 302K with no

landmasses in the three domains.

The model physics options used in this study were

configured as close as possible to the operational HWRF

in a similar manner to Gopalakrishnan et al. (2013).

Surface fluxes were parameterized using the exchange

coefficients based on recent observational studies from

field and laboratory experiments (Powell et al. 2003;

Zhang et al. 2008; Haus et al. 2010; Bell et al. 2012). The

Geophysical Fluid Dynamics Laboratory longwave ra-

diation scheme following Fels and Schwarzkopf (1975)

and Schwarzkopf and Fels (1991), as well as the short-

wave radiation scheme of Lacis and Hansen (1974), were

used. The Ferrier microphysics scheme (Ferrier et al.

2002) was also used. The simplified Arakawa–Schubert

(SAS) scheme (Pan and Wu 1995; Hong and Pan 1998)

was used only for the two domains at resolutions of 27 and

9km following Gopalakrishnan et al. (2013).

The boundary layer scheme used in HWRF is the

modifiedMedium-Range Forecast scheme (Troen and

Marht 1986; Hong and Pan 1996), but it is referred

to as the GFS scheme by the HWRF community

(Gopalakrishnan et al. 2013; Tallapragada et al. 2014).

Turbulent fluxes are parameterized through the ver-

tical eddy diffusivity and the vertical gradient of the

mean quantities. For instance, the momentum flux or

wind stress t is parameterized as

t/r5K
m
›u/›z , (1)

where r is the air density, u is the wind speed, and Km is

the vertical eddy diffusivity. The variable Km is param-

eterized in the form of
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K
m
5 k(u*/F)z(12 z/h)2 , (2)

where k 5 0.4 is the von Kármán constant, u* is the

surface frictional velocity, F is the stability function

evaluated at the top of the surface layer, z is the height

above the surface, and h is the boundary height de-

termined using the critical Richardson number (Hong

and Pan 1996). During a physics upgrade (Zhang et al.

2012), a parameter a was added to Eq. (2) to control the

magnitude of Km as follows

K
m
5 k(u*/F)z[a(12 z/h)2] . (3)

Note that when a5 1, Eq. (3) is equivalent to Eq. (2). In

the operational HWRF after 2012, awas set to 0.5 based

on extensive tests conducted using retrospective simu-

lations of all the storms in the 2010–11 seasons1

(Tallapragada et al. 2014).

For horizontal diffusion, HWRF uses a first-order

nonlinear Smagorinsky-type parameterization (Janji�c

1990). The horizontal turbulent momentum flux Fh is

typically parameterized using the eddy diffusivity Kh in

the form of

F
h
5 rK

h
S
h
, (4)

where Sh is the horizontal strain rate of the mean flow

(e.g., Stevens et al. 1999) defined as

S
h
5

�
›y

›x
1

›u

›y

�
, (5)

where x and y are the distances in the longitudinal and

latitudinal directions, respectively, and u and y are the

velocity components in the longitudinal and latitudinal

directions, respectively. The horizontal eddy diffusivity

Kh is flow dependent and is parameterized as

K
h
5L2

hDh
, (6)

where Lh is the horizontal mixing length and Dh is the

deformation defined as

D2
h 5

�
›y

›x
1

›u

›y

�2

1

�
›u

›x
2

›y

›y

�2

. (7)

The first term on the right-hand side of Eq. (7) repre-

sents deformation due to shearing and is equal to the

strain rate squared. The second term of Eq. (7) repre-

sents deformation due to stretching. In addition, the

horizontal eddydiffusivities for heat (Kt) andmoisture (Kq)

are set to equal that for momentum (i.e., Kt 5 Kq 5 Kh)

in HWRF.

In this study, to investigate the effect of horizontal

diffusion on TC intensity and structure in a three-

dimensional full-physics model, we conducted 23 ex-

periments by varying Lh. Note that all the experiments

were run with the same initialization and physics op-

tions, except for varying Lh.

3. Results

Figures 1a and 1b show the maximum surface wind

speed and minimum sea level pressure, respectively, for

each 5-day forecast of the 23 experiments as a function

FIG. 1. Simulated maximum intensity in terms of (a) maximum

wind speed and (b) minimum sea level pressure (MSLP) during

each 5-day simulation as a function of Lh. VMAX is defined as the

maximum 10-m wind speed at each forecast hour.

FIG. 2. Plot of the mean 24-h intensity change as a function of Lh.

1 As noted by Zhang et al. (2012) and Gopalakrishnan et al.

(2013), a5 0.25 matches best with observations of Km in idealized

HWRF simulations.
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of Lh. As shown in Figs. 1a and 1b, peak intensity de-

creases with increasing Lh. This result is consistent with

previous studies such as BR09. It also appears that peak

intensity is more sensitive to smaller values of Lh. When

Lh increases to the model horizontal resolution of 3 km

and larger, the peak intensity becomes less sensitive to

Lh. This behavior indicates that the effect of Lh on

simulated peak intensity is larger when Lh is smaller

than the model’s horizontal resolution of the inner nest

grid scales. This result is consistent with that of BR09,

who showed that maximum intensity was more sensitive

to smaller Lh.

In addition to peak intensity, we also investigated if

intensity change is affected by horizontal mixing pro-

cesses. Figure 2 shows the mean 24-h intensity change

for the 5-day forecasts of all the simulations as a function

ofLh. It appears that the storms with smallerLh tend to

intensify faster than those with larger Lh. We will show

that the eddy transport of angular momentum plays an

important role in the simulations with lower Lh. Note

that rapid intensification occurred between 24 and 36 h

for all the simulations before intensity leveled off at

48 h. The storms slowly reintensify after 48 h and

reach a nearly steady state at the end of the 5-day

simulation.

We next studied structural differences in the simula-

tions with different Lh values when the storms reached

their peak intensity during the 5-day forecasts. As an

example, the radius–height representation of the azi-

muthally averaged tangential velocity Vt is shown in

Figs. 3a–d for the simulations with Lh 5 474, 822, 1643,

and 2012m, respectively. Each field is averaged between

108 and 120h, when the simulated storm is in a nearly

steady-state phase. Figure 3 shows that the Vt maximum

known as the boundary layer jet is located at ;40-km

radius and ;800-m altitude for all four simulations. This

FIG. 3. Radius–height plots of the azimuthally averaged tangential velocity over the last 12 h of the 5-day simu-

lations for Lh 5 (a) 474, (b) 822, (c) 1643, and (d) 2012m. The black line represents the height of the maximum

tangential velocity.
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wind maximum or ‘‘azimuthal jet’’ was found in many

previous observational and numerical studies in both in-

dividual and mean wind profiles (e.g., Kepert 2001;

Franklin et al. 2003; Kepert 2006a, 2006b; Bell and

Montgomery 2008; Nolan et al. 2009b; Zhang et al. 2011b).

The TC boundary layer jet is one of the distinct features

that is different from a typical boundary layer in non-TC

conditions.Abroadwindmaximum is found at the altitude

below 1km for all the simulations, consistent with the

observational composite of Zhang et al. (2011b). The peak

Vt in the simulation with Lh 5 2012m is 45ms21, much

smaller than that (67ms21) in the simulation with Lh 5
474m. It is also found that Vt outside of the radius of

maximum wind speed (RMW) is broader in the simula-

tions with larger Lh.

Figure 4 shows azimuthally averaged radial velocity Vr

as a function of radius and altitude for the same four

experiments in Fig. 3. The peak radial inflow is found to

be located;150m above the sea surface. The magnitude

of Vr decreases gradually with height. This structure is

generally consistent with the observations of Zhang

et al. (2011b). Figure 4 indicates that the peakVr tends to

decrease with increasing Lh, consistent with the de-

crease in intensity. The height of the inflow layer also

varies from run to run. Above 1500m near the radius of

maximum wind speed, a pronounced outflow jet is evi-

dent for Lh 5 474m. This outflow jet is not as clear for

larger Lh, indicating the outflow immediately above the

inflow layer is stronger for smaller Lh.

Figs. 3 and 4 indicate that the depth of the inflow layer

[defined in Zhang et al. (2011b), where Vr is equal to

10% of the peak inflow] is above the height of the

maximumVt. This behavior of the boundary layer flow is

consistent with the observations of Zhang et al. (2011b),

as well as with modeling studies (e.g., Kepert and Wang

2001; Nolan et al. 2009b). It is also evident that the in-

flow layer depth and the height of the maximum wind

speed both tend to decrease with decreasing radius, es-

pecially near the core, also consistent with observations

(Zhang et al. 2011b).

FIG. 4. As in Fig. 3, but for the radial velocity. The black line shows the inflow layer depth defined as the height of the

10% peak inflow. The black crisscross denotes the location of maximum tangential wind speed.
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The inflow layer depth is found to increase with in-

creasingLh (Figs. 5a,b). Compared to the observations of

Zhang et al. (2011b), the simulations with small Lh

(,1000m) are more consistent with observed inflow

layer depths in the eyewall region than with the other

simulations. Note that the horizontal mixing length esti-

mated by ZM12 is ;750m, which is independent of the

wind speed at ;500-m altitude. It is encouraging to note

that the simulation with Lh closer to that of the observed

estimate produces a better structure in terms of boundary

layer height than the other simulations. The thermody-

namic mixed layer depth, defined as the height where

virtual potential temperature changes 0.5K from the

mean of the lowest 150-mdata, is also shown in Fig. 5. It is

evident from Figs. 5c and 5d that the simulated mixed

layer depth is not affected by the value of Lh.

The peak azimuthally averaged tangential and radial

wind velocities are clearly a function of Lh. As shown in

Figs. 6a and 6b, respectively, the peakVt andVr increase

with decreasing Lh. This is expected because it was

shown earlier that storm intensity is a function ofLh, and

maximum Vt and Vr are typically correlated with storm

intensity. Figure 6c shows themaximum vertical velocity

at a 10-km altitude for each simulation as a function of

Lh. The maximum vertical velocity decreases as Lh in-

creases. This is expected since stronger storms tend to

have stronger peak updrafts. It will be shown that hor-

izontal diffusion limits the convergence of flow in the

boundary layer, which is responsible for the weaker

updrafts in the simulations with larger Lh. Of note, the

inflow angle, defined as tan21(Vr/Vt), is not affected

much byLh (Fig. 6d), although previous work has shown

that the inflow angle is affected by vertical eddy diffu-

sivity (Zhang et al. 2012). Compared to the observed

surface inflow angles given byZhang andUhlhorn (2012),

all simulations show good agreement (i.e., within the

error bar of observations).

The horizontal mixing length also tends to affect the

size of the storm. Figure 7 shows the RMW at 2-km al-

titude as a function ofLh averaged during the last 12 h of

each simulation. There is a small tendency for RMW to

increase with increasing Lh, especially for Lh . 2000m.

Gopalakrishnan et al. (2013) found that vertical diffu-

sion had a larger impact on the size of the storm in

FIG. 5. Plots of (top) inflow layer depth and (bottom) mixed layer depth as a function of Lh at the location of the

(a),(c) RMW and (b),(d) 2 times the RMW averaged over the last 12 h of the 5-day simulations. The inflow layer

depth is defined as 10% of the peak inflow following Zhang et al. (2011b).
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idealized HWRF simulations than the effect of the

horizontal mixing lengths studied here.

Figure 8a shows the eyewall slope2 as a function of Lh

averaged for the 108–120-h simulations. There is a ten-

dency for the eyewall slope to increase with increasing Lh,

especially for larger slopes. Stern andNolan (2009) showed

that the slope of the eyewall is nearly a linear function of

the size of the storm. Our results are generally consistent

with the observational results of Stern and Nolan (2009)

and Stern et al. (2014), who showed the eyewall slope is

nearly a linear function of theRMW(Fig. 8b). The effect of

Lh on the eyewall slope is thus mainly associated with

changes in the size of the storm.

Budget analyses of the absolute angular momentum

(M 5 rVt 1 2fr2, where r is radial distance and f is the

Coriolis frequency) are performed to elucidate the

mechanisms that might contribute to intensity and

structure change. The budget equation of the azimuth-

ally averaged M tendency is given by

›hMi
›t

52hV
r
i ›hMi

›r
2 hwi ›hMi

›z

2

�
V 0

r

›M0

›r

�
2

�
w0›M

0

›z

�
1F

r
, (8)

where w is the vertical velocity. The brackets denote an

azimuthal average at constant height, and the primes

denote a departure from the azimuthal mean (or eddy).

Note that all velocities in Eq. (8) are storm relative. The

terms on the right-hand side of Eq. (8) are, respectively,

the mean radial advection of hMi, the mean vertical

advection of hMi, the radial advection of the resolvable

eddy angular momentum, the vertical advection of the

resolvable eddy angular momentum, and the combined

diffusive andboundary layer tendency (Fr).
3 To investigate

the role of Lh in modulating the gain/loss of hMi, the
total mean advection of hMi and the sum of the eddy

terms were calculated and compared with the tendency

of hMi and the Fr term.

FIG. 6. Maximum azimuthally averaged (a) tangential velocityVt, (b) radial velocityVr, (c) vertical velocity at 10-km

altitude, and (d) surface inflow angle averaged over the last 12 h of the 5-day simulations as a function Lh.

2 The eyewall slope is calculated by a linear fit of the RMW from

2 to 8 km following Stern and Nolan (2009).

3 The Fr term is the combination of the vertical and horizontal

diffusion caused by subgrid processes.
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Figure 9 shows time averages of the terms in the azi-

muthally averaged angular momentum of Eq. (8) during

the period of rapid intensification (between 24 and 36h)

for simulations with Lh 5 474 and 2596m. We note that

the results from these two simulations are shown as an

example of the generalized findings from all simulations.

The hMi tendency is found to be larger for smaller Lh in

the eyewall region (Figs. 9a,b), which is consistent with the

trend of intensity change as a function of Lh (Fig. 2).

In all simulations, the total mean advection of hMi and
the Fr term are the main contributors to the gain and loss

of hMi, respectively, especially in the boundary layer

(Figs. 9c,d and Figs. 9g,h). These two variables are similar

in structure but of largely opposite sign so that the total

hMi tendency is small (Figs. 9a,b).As expected, the larger

the Lh, the larger the magnitude of the negative Fr term.

The spinup of the vortex in the boundary layer is mainly

due to the positive mean advection of hMi that is mainly

from the horizontal mean advection component or the

convergence of hMi. The convergence of hMi exceeds the
boundary layer friction and diffusion caused by subgrid

processes, which is consistent with the spinup theory of

Smith et al. (2009) that emphasized the importance of the

boundary layer spinup mechanism.

In the simulation with larger Lh, the total mean ad-

vection of hMi contributes much more to the total ten-

dency than the resolvable eddy transport (Figs. 9c,d) and

opposes the larger Fr or subgrid tendencies. On the other

hand, the resolved eddy contribution to the total hMi
tendency becomes much more important in the simula-

tion with smallerLh. Themagnitude of the resolved eddy

contribution can be as large as that of the total mean

advection or the Fr term when Lh is small (Fig. 9e). The

role of the resolved eddies is to sharpen the radial gra-

dient ofM near the eyewall region because the sign of the

total mean eddy term is opposite on each side of the

RMW. The positive eddy transport of hMi inward from

theRMWat low levels is responsible for the spinup of the

vortex when Lh is small. This large positive eddy trans-

port of hMi also cancels the negative mean advection of

hMi right above the boundary layer where the outflow jet

takes place in the simulation with small Lh. Of note, the

unresolved eddies, although relatively small, also posi-

tively contribute to the total tendency of hMi above the

boundary layer when Lh is small (Fig. 9g). This result

indicates the important role of Lh in regulating the rela-

tive contributions to the total tendency of hMi from the

resolved and unresolved eddies.

To illustrate the features of the resolved eddies,

Fig. 10 shows the horizontal view of the vertical velocity

and relative vorticity fields at 1-km altitude at 24 h for

the same two simulations shown in Fig. 9. The vertical

velocity and relative vorticity fields are much smoother

in the simulation with larger Lh. The downward motion

with larger magnitude covers a larger fraction of the

whole domain in the simulation with larger Lh, espe-

cially between the eyewall and the outer rainbands

(Figs. 10a,b). For all simulations, large values of cyclonic

vorticity are mainly concentrated near the center of the

storm with curved band features tied to the edge of the

maximum (Figs. 10c,d). In the simulation with smaller Lh,

there are more features with weak cyclonic/anticyclonic

vorticity (Fig. 10c). These eddies are believed to be

FIG. 8. (a) Eyewall slope averaged over the last 12 h of the 5-day

simulations as a function of Lh; (b) eyewall slope as a function of

RMW for different values of Lh. The observational data in (b) are

from Stern et al. (2014).

FIG. 7. Radius of maximum azimuthally averaged tangential

wind speed (RMW) at 2-km altitude as a function of Lh. Each data

point represents RMW averaged over the last 12 h of the 5-day

simulations.
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FIG. 9. Radius–height plots of the terms in the azimuthally averaged absolute angular momentum (hMi) budget for
simulations with Lh 5 (left) 474 and (right) 2596m during a period of rapid intensification (between 24 and 36 h).

These budget terms include (a),(b) the local rate of change of (hMi); (c),(d) the total mean advection; (e),(f) the sum

of the eddy transport of (hMi); and (g),(h) the friction term Fr. The black line represents the radius of maximum

azimuthally averaged tangential wind speed.
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responsible for the large eddy transport of angular mo-

mentum in the angular momentum budget observed in

Fig. 9.

Figure 11 shows the horizontal map of equivalent po-

tential temperature ue at the altitude of 1km and 100m at

24h from the initial time from the same simulations shown

in Fig. 9. It is evident from Fig. 11 that the boundary layer

ue is much lower in the outer-core region in the simulation

with larger Lh. This low-ue air in the boundary layer is

collocated with the strong downward motion seen in

Fig. 10b, suggesting convective and mesoscale downdrafts

bring down low-ue air into the boundary layer from the

upper levels. This result indicates that Lh also affects

thermodynamic structure through the coupling between

the boundary layer processes and convection.

4. Discussion and conclusions

In this study, we examined the effects of horizontal

diffusion on TC intensity and structure in idealized nu-

merical simulations using the HWRF. Horizontal mix-

ing lengths (Lh) ranging from 0 to;5 km were varied in

sensitivity experiments, while keeping the vertical dif-

fusion coefficient, sea surface temperature, and other

physical parameterizations the same. Our results show

that simulated maximum intensity and intensity change

are more sensitive to smaller Lh, consistent with the

results of BR09. The simulated mean rate of the change

of intensity and maximum 5-day forecasted intensity are

larger for simulations with smaller Lh.

The sensitivity experiments demonstrated that Lh is

strongly related to the dynamic, but not the thermody-

namic, boundary layer height. Zhang et al. (2012) and

Gopalakrishnan et al. (2013) found that vertical diffu-

sion had a large impact on simulations of the dynamical

boundary layer height. It is interesting to note that

horizontal diffusion is also linked to the dynamical

boundary layer height. The reason for the increase in

kinematic boundary layer height is related to the mod-

ification of horizontal mixing and, subsequently, the

inertial stability. As found by Kepert (2001), the dy-

namical boundary layer height h, or the height of

boundary layer jet, is a function of inertial stability I and

vertical diffusion coefficient Km in the form of

FIG. 10. Horizontal view of the (left) vertical velocity and (right) relative vorticity at the height of 1 km at 24 h from

the initial time for simulations with Lh 5 (a),(b) 474 and (c),(d) 2596m. The black line represents a radius of 50 km.
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h5 (2K
m
/I)1/2 . (9)

Note that the inertial stability is defined as

I2 5 ( f 1V
t
/r1 ›V

t
/›r)( f 1 2V

t
/r) . (10)

When the vertical diffusion is constant, the main influ-

ence on the boundary layer height is from inertial sta-

bility. Figure 12 shows radius–height plots of the inertial

stability for different Lh, indicating that the inertial

stability actually decreases with increasing Lh. Equation

(9) indicates that when the inertial stability increases,

the boundary layer height becomes smaller, consistent

with our findings.

Our results indicate that eyewall slope increases with

the horizontal mixing length. However, this increase is

mainly due to the increase in the size of the storm when

Lh increases. As found by Stern and Nolan (2009),

eyewall slope is nearly a linear function of storm size;

our results are consistent with this observation. It is also

interesting to note that the near-surface inflow angle has

little dependence on the horizontal mixing length, al-

though both the peak radial and tangential wind veloc-

ities vary with Lh. Because the inflow angle represents

the relative strength between the radial and tangential

velocities, this result indicates that the radial and tan-

gential components must respond to horizontal mixing

in a similar manner. While the tangential velocity de-

creases with increasing mixing length, the magnitude of

radial velocity also decreases so that the inflow angle

does not change much.

The focus of this paper is on 5-day simulations of TC

structure, as well as intensity change, in the framework of

forecasts using an idealized version of the operational

HWRF, which is somewhat different than that of BR09

and RB12. Nevertheless, our results support those of

BR09 and RB12 in that the effect of horizontal mixing in

three-dimensional simulations is to smooth the radial

gradient of angular momentum and thermal parameters.

With smaller horizontal mixing lengths, the radial wind

FIG. 11. Horizontal view of the equivalent potential temperature at the heights of (left) 1 km and (right) 100m at

24 h from the initial time for simulations with Lh 5 (a),(b) 474 and (c),(d) 2596m. The black line represents a radius

of 50 km.
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speed is much stronger in the boundary layer. The stron-

ger radial inflow, plus the larger radial gradient of angular

momentum, made the convergence of the angular mo-

mentum larger for smaller horizontal mixing lengths.

Angular momentum budget analyses during the in-

tensification phase suggest that the eddy transport of an-

gular momentum contributes substantially to the total

tendency of angular momentum, especially at low levels

(,4km) inside the radius of themaximum tangential wind

speed when Lh is small (,1000m). Our results are in

agreement with those of Persing et al. (2013), who pointed

out that under certain conditions the eddymomentum flux

could be important for the spinup of the tangential wind

velocity in three-dimensional numerical simulations com-

pared to axisymmetricmodel simulations. Previous studies

of three-dimensional numerical simulations of tropical

cyclones also found that resolved eddies tended to spin

down the tangential wind speed in the boundary layer of

the eyewall region, while spinning up the tangential wind

speed inside the RMW (Wang 2002; Wu and Braun 2004;

Yang et al. 2007). Based on our results, these studies likely

used small horizontal mixing lengths (,1000m).

The thermodynamic structure in the boundary layer is

also found to be different between the simulations with

different values of Lh. In the simulation with larger Lh,

relatively low-ue air is found in the boundary layer of the

outer-core region, an area associated with more orga-

nized and stronger downdrafts. As noted by Powell

(1990) and Riemer et al. (2010), low-ue air in the

boundary layer close to the rainbands or eyewall region

acts to retard storm intensification.

We note that the simulated maximum intensity in our

simulations is smaller than that in the axisymmetric

simulations of BR09 and Bryan (2012). Previous studies

(Yang et al. 2007; Bryan et al. 2010; Persing et al. 2013)

also found that three-dimensional model simulations

tended to have a lower maximum intensity than that in

axisymmetric simulations. Note that the storm size (i.e.,

RMW) simulated in our simulations is;40km, while the

storm size in Bryan’s simulations is ;20km. This result

indicates that the effect ofLh on maximum intensity may

be dependent on storm size. Hakim (2011) showed that

the effect of horizontal mixing onMPI was small when the

storm size was ;80km, supporting the above hypothesis.

FIG. 12. Radius–height plots of the azimuthally averaged inertial stability over the last 12 h of the 5-day simulations

for Lh 5 (a) 474, (b) 822, (c) 1643, and (d) 2012m. The white line represents the radius of maximum azimuthally

averaged tangential wind speed.
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Note also that both Bryan’s and Hakim’s simulations

lasted for more than 12 days and nearly reached equi-

librium, while our simulations only lasted 5 days with a

tendency for the storms to slowly intensify at the end of

each 5-day forecast. This may be an additional reason

for the smaller maximum intensity observed in our

simulations when compared to other studies.

Our results provide the first attempt to study the im-

pact of horizontal mixing on TC intensity and structure

forecasts in an operational TC model. We hope our re-

sults will provide guidance for improving the next gen-

eration of high-resolution operational TC models. Note

that the current version of the HWRF usesLh. 2000m.

Our results imply that a smallerLh (,1000m) should be

used in HWRF to simulate more realistic TC structure.

Real-case simulations will be run in the future to confirm

the findings from this study and to determine the optimal

Lh to be used in the operational HWRF following the

model development framework given by Zhang et al.

(2012, 2015). We also note that observational estimates

of horizontal mixing are very limited at the current

stage; collecting high-resolution observational data in

the TC eyewall and boundary layer are critical for the

modeling community to further improve the physics of

operational TC models.
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